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Figure 1: Demonstration of the similarities between Screen Space Ambient Occlusion and Volumetric Obscurance

Abstract

Obscurance and Ambient Occlusion (AO) are popular techniques
in both film and games that model how ambient light is shadowed.
While it is largely a solved problem for static scenes, for dynamic
scenes it is still difficult to compute at interactive rates. Recent
attempts to compute AO in screen space for dynamic scenes either
have poor performance or suffer from under-sampling problems.
We formulate the problem as a 3D volumetric integral, which maps
more naturally to graphics hardware. This integral can be solved
using line samples to improve the under-sampling problems that
plague other techniques. Following the idea of line integrals to its
logical conclusion, we show results using area samples that use a
simple statistical model of the depth buffer that allows us to use a
single sample. We also discuss strategies for generating point, line,
and area sample patterns along with ways to incorporate the surface
normal into the volume obscurance calculation.
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1 Introduction

Generating realistic images is difficult, doing so in real-time even
more so. There are methods that attempt to simulate a more com-
plex model for ambient light such as Obscurance [Zhukov et al.
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1998] and Ambient Occlusion (AO) [Landis 2002]. These tech-
niques give a softer and more realistic look while providing impor-
tant contact cues. While it is straightforward to implement these
techniques for off-line rendering or static objects and scenes, doing
so for dynamic objects has proven to be difficult. Recent games
[Mittring 2007; Filion and McNaughton 2008] use screen-space
techniques, but they suffer from performance and under sampling
problems. This paper builds on those techniques, presenting a
method that uses line samples that suffer less from under-sampling
than point samples along with an area sampling technique that can
generate plausible results without under-sampling issues.

Volumetric Obscurance (VO) at a point P is defined as the inte-
gral of an occupancy function around P times a compact kernel.
The occupancy function is zero for points inside an object and one
otherwise. While this does not correspond to any physical process,
or special case of global illumination like AO, it generates related
imagery. Previous work is effectively computing this integral by
point sampling the volume[Mittring 2007; Filion and McNaughton
2008]. VO can be computed more efficiently by using line sam-
ples or by querying a simple statistical model of the scene’s depth
buffer. This effectively samples areas of the screen and integrates
them against a volumetric piece of the integral instead of using point
samples to estimate the integral.

2 Related Work

Obscurance [Zhukov et al. 1998], and Ambient Occlusion (AO)
[Landis 2002] both model a visibility term for constant illumina-
tion. Accessibility [Miller 1994] is a related technique, where the
scene is colored based on the radius of the largest sphere that can
touch a given point. While AO only accurately models the shadow-
ing of ambient light, Precomputed Radiance Transfer (PRT) [Sloan
et al. 2002; Lehtinen 2007] can extend this to more general light-
ing environments, but requires a precomputation and is only prac-
tical for very smooth lighting represented using spherical harmon-
ics. Several recent papers [Ren et al. 2006; Sloan et al. 2007] have
shown techniques that enable soft shadows from distant low fre-
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Figure 2: An illustration of the three ambient shadowing models. Ambient Occlusion (a) is defined as the ratio of rays emanating from a
point on the surface that are able to escape the scene. Volumetric Obscurance, originally computed using point samples (b), attempts to
replicate this by generating a number of samples around a point on the surface and using a ratio of points that fall behind the depth buffer.
We compute this volume integral using line samples (c), the visible portions of each line (shown in green) are used to compute the integral.

quency lights for dynamic scenes by approximating objects in the
scene using a moderate number of spheres. However, this model of
visibility could not scale to model the fine scale effects as seen in
Figure 1. We focus on just ambient visibility, but use a richer model
of the scene based on the depth buffer.

For dynamic scenes, several approaches have been taken to gener-
ate AO. Bunnell [2005] approximated faces as discs and used tech-
niques from hierarchal radiosity to solve for an AO-like quantity.
Multiple iterations of Bunnell’s technique simulate indirect light-
ing, but may have problems scaling to complex scenes. Another
approach is to define the Ambient Occlusion from an object to any
point in space efficiently [Kontkanen and Laine 2005; Shanmugam
and Arikan 2007], this can be problematic for small objects and
makes it difficult to reason about combining independent objects.
Concurrent with our work McGuire [2009] analytically computed
the AO contribution for polygons in the scene. An approach tailored
for characters is to precompute a model of the AO on the character
and ground as a function of the joint angles [Kontkanen and Aila
2006; Kirk and Arikan 2007] but this does not address how to com-
bine the AO from disjoint characters or objects.

The approaches most closely related to ours work in screen space
and use the depth buffer to compute AO [Mittring 2007; Shan-
mugam and Arikan 2007; Filion and McNaughton 2008; Bavoil
et al. 2008]. Concurrently to our work a similar technique was
proposed [Szirmay-Kalos et al. 2009] that includes a novel method
to incorporate the affects of the normal. One benefit of these ap-
proaches is that execution is independent of scene complexity, de-
pending solely on display resolution. Two techniques [Shanmugam
and Arikan 2007; Bavoil et al. 2008] are close to the traditional for-
mulation, scanning the frame buffer in the neighborhood of a point.
Other techniques [Mittring 2007; Filion and McNaughton 2008]
have a more volumetric feel, but no formal mathematical model,
these are the closest to our technique. All of these approaches suffer
from under-sampling the scene, resorting to working at a reduced
resolution, randomizing the samples and then blurring the scene
[Mittring 2007; Filion and McNaughton 2008; Bavoil et al. 2008]
to maintain performance. Our line sampling approach computes
the integral more analytically at a set of 2D points but still some-
times requires an edge aware blur. A related technique [Smedberg
and Wright 2009] reprojects previous frames AO estimates [Nehab
et al. 2007] and blends them with the current frame.

Another approach that gives similar results is to use unsharp mask-
ing on the depth buffer [Luft et al. 2006], to enhance some property
of the image. Our approach is closer to ambient occlusion because
the radius of the effect is fixed in object space. To mimic this behav-
ior using filtering of the depth buffer would require a more complex
spatially varying blur function. Our technique can be used to create
more stylized imagery as well, for example higher weight lines at
boundaries of objects as used in technical illustration [Gooch et al.
1999]. But the primary focus is closer to how ambient occlusion is
used in film and games.

Variance Shadow maps [Donnelly and Lauritzen 2006; Lauritzen
and McCool 2008] use a statistical model of depth, but for the pur-
pose of computing soft shadows. Our area sampling technique for
volumetric obscurance uses a similar statistical model, but the query
is much more involved.

A recent paper [Ritschel et al. 2009] uses SSAO-like techniques to
approximate indirect lighting along with a directional model of visi-
bility. While the results are visually pleasing, the technique appears
to be far too costly for current game consoles and is still based on
point queries of the depth buffer. It would be interesting to try and
extend this work using line or area sampling.

3 Obscurance and Ambient Occlussion

Obscurance is defined as:

A(P ) =
1

π

∫
Ω

ρ(d(P, ω))cosθdω

Where Ω is the hemisphere, ρ is a fall-off function, d is the dis-
tance to the first intersection, θ is the angle between the normal at
P and the direction ω. The fall-off function should start at zero and
become one at some fixed distance, this enables rays to be traced
with a limited extent. Ambient Occlussion is a special case of ob-
scurance where the fall-off function is zero for any value besides
∞ (See Figure 2a). Both these techniques model ambient illumi-
nation. AO is the transfer coefficient that maps direct lighting to
outgoing radiance for a diffuse surface[Sloan et al. 2002]. Some-
times the surface normal is not included, which makes AO simply
the DC projection of the visibility function, which can be used with



a triple product to light the surface.1

The primary difficulty in mapping these techniques to the GPU is
that the queries are over ray directions, which does not interact well
with the traditional rasterization framework. These techniques also
have the property that they are not separable, which makes combin-
ing the AO from multiple objects more difficult.

4 Volumetric Obscurance

Volumetric Obscurance (VO) is a related quantity defined as:

V (P ) =

∫
X

ρ(d(P, x))O(x)dx

Where X is a 3D neighborhood around P , and O is an occupancy
function, zero if there is matter at x and one otherwise. The fall-off
function ρ will be defined to be one at P and possibly falling off
to zero at a fixed distance. We have experimented with a constant
function and a quadratic function that falls off to zero at a finite
distance but the differences are fairly subtle and did not seem to
warrant the extra cost. For the remainder of this paper we assume ρ
is a constant function.

VO is a volumetric generalization of obscurance, and will have the
same results when any ray originating from P intersects a single
solid surface. The attenuation function used in obscurance can be
thought of as the integral of the function ρ used here from t to the
extent of the kernel. There are two primary benefits to this for-
mulation: the contribution of solid non-interpenetrating objects is
separable, which makes it easier to combine dynamic parts of the
scene with static parts that could pre-compute VO and computing
this integral is more amenable to GPUs. Both the Crytek [Mittring
2007] and Blizzard [Filion and McNaughton 2008] techniques ef-
fectively use this formulation.

4.1 Line Sampling

Instead of using point sampling to numerically compute the integral
[Mittring 2007], we use analytic computations in depth and numeric
in the other two dimensions. Given a sphere of constant size in
object space centered at P we compute the analytic integral of the
occupancy function times the depth extent of the sphere at each
sample point on a disk.

Given the depth d at a 2D point the occupancy function f(z) is:

f(z) =

{
1 : z ≤ d
0 : z > d

f(z) is integrated against the function ρ which is defined to be con-
stant over the unit sphere centered at point P . Because ρ is constant
this integral is simply:∫ zs

−zs
f(z)dz = max(min(zs, dr) + zs, 0)

Where zs =
√

1− x2 − y2, dr is the depth of pixel (x, y) mapped
into the unit sphere’s coordinate system, and x and y are carefully
sampled points on a unit disk. This is visually depicted in Figure
3, where the integral of the step-function against the z interval is
shown. The samples on the disk allow an estimation of the full
volumetric obscurance integral. Line sampling is more efficient due

1The triple product is extremely simple if one of the terms is constant,
since that term can be factored out of the integral.

to the fact that all 2D samples will project to distinct points in the z-
buffer whereas two point samples may project to the same location
(see points a and b in Figure 2b).

A differential change of the camera will cause a differential change
of the VO as long as the depth function is continuous in the neigh-
borhood of the sample. This is not true when using point sampling
techniques.2 This is particularly evident even when blurring the re-
sults using a small number of point samples. While line samples
perform better than point samples, unless the radius is fairly small
it still needs an edge aware blur pass.

Figure 3: Depth from P is along the horizontal axis. Sphere extents
(zs) are in black and occupancy function is in red. For line sam-
pling (left) the occupancy function is a step function (see Section
4.1) but falls off smoothly for area sampling (right). The statistical
depth model is shown in blue.

4.2 Area Sampling

Instead of point or line sampling the depth buffer, a statistical rep-
resentation over the area associated with each sample can be built.
This method generates adequate images using a single sample if
darkening creases and corners is all that is desired. Unfortunately,
our area sampling method is not competitive performance wise
when using multiple samples.

The simplest statistical model is the mean and variance of the depth
values over a given area. As in Variance Shadow Maps [Donnelly
and Lauritzen 2006] this can be computed from the first two mo-
ments of the depth buffer. The average depth, M1 = E[z], and
average squared depth, M2 = E[z2], can be filtered because the
expectation operator E is linear. The mean µ is simply M1 and the
variance σ2 is E[z2]− E[z]2, where σ is the standard deviation.

If a large radius or small number of area samples are going to be
chosen, reconstruction artifacts from tri-linear interpolation can oc-
cur. This can be alleviated by computing a Gaussian blur on the top
level of the mip-map, and carefully placing the taps when down-
sampling to compensate.

The depth buffer is sampled at each pixel to determine the screen
space extent, but all quantities are mapped to a unit sphere centered
at the origin before the integral is computed. When computing with
multiple samples only a single log2 has to be computed, the logs for
the fractional area covered by a sample are precomputed and added
to the log for the entire sphere to determine the LOD each time the
depth model needs to be sampled.

This mip-map is sampled based on the area of a given sample to
generate a distribution of depths over that area. Given this distribu-
tion we compute a simple integral using the x, y coordinates of the
disk at the center of the area sample. In Figure 3 the depth distri-
bution is modeled as a box function3, so the visibility function now

2Filion [2008] uses a fall off function that is only used when a sample is
occluded, this is closer in spirit to our thickness model.

3The convolution of the distribution with the visibility function results
in the complimentary error function for a Gaussian which has no closed
form solution. We approximate the Gaussian with a box function with a



Figure 4: Some point selections turn out to be much better than others. On the left, you can see that nine line samples create much less noise
than ten line samples. On the right you can see 12 point samples create much less noise than 13 point samples.

has two regions that can contribute to the integral, the leading con-
stant part and linear part. Below are the equations for computing
the integral with a constant attenuation function. zmin and zmax
are the entry and exit points of the sphere at given point, z0 and z1

are the extents of the linear part of the visibility function intersected
with the sphere extents and a = −1

2σ
and b = −a(µ + σ) are the

coefficients of the line from the integrated visibility function:

Vc(zmin, zmax) = zmax − zmin

Vc(z0, z1, a, b) = a(z2
1 − z2

0)/2 + b(z1 − z0)

4.3 Thickness Model

(a) 177 fps (b) 163 fps

Figure 5: On the left thickness is not used, on the right it is. Notice
how the silhouette edges are no longer shadowed when the thick-
ness model is used.

One of the limitations of all screen space algorithms is that there is
no information about what happens behind the depth buffer. One
simple approximation is to assume that all surfaces have a fixed
depth. This can be done by replacing the step-function in the con-
volution above with some model of occlusion behind the front most
surface. Figure 5 shows a comparison with and without the thick-
ness model. To compute VO using the thickness model all that is
required is to compute the integral twice, once with the usual vis-
ibility function, and again with 1 - visibility function shifted back
by the fixed thickness. The results are simply summed.

4.4 Incorporating the Surface Normal

If a surface normal is available it can be used to restrict the sam-
pling to a hemisphere instead of a sphere. For point samples [Filion

half-width of one standard deviation

and McNaughton 2008] this has been done by reflecting the points
that are underneath the hemisphere defined by the surface normal.
Line and area sampling can be modified to compute the depth of
the plane defined by the surface normal4 at the x, y coordinates for
the given sample, simply clamp the evaluation of the integral with
this depth. Figure 6 shows a comparison between using and not us-
ing the normal. Using the normal allows the capture of finer scale
details, even with a moderately large radius. An intriguing alter-
native was concurrently proposed in [Szirmay-Kalos et al. 2009],
where the sphere sampled is the largest sphere contained by the
hemisphere centered at the point. This also incorporates the cosine
weighted fall-off commonly used in AO techniques.

Figure 6: Left: using the normal. Right: no normal is used.

4.5 Sample Generation

Considerable time and effort was spent on generating good sample
patterns for line, area, and point sampling. Initially, we tried us-
ing Lloyd relaxation techniques [Lloyd 1982], Quasi Monte Carlo
methods, and generating Poisson distributions using dart throwing.
The technique outlined below performed significantly better, par-
ticularly at low sample counts.

Solving an electrostatics problem generates good results over the
surface of the sphere [Bulatov 1996], we extend this technique to
samples inside a sphere and a disk. Since we are computing in-
tegrals, the goal is to have the integral over the Voronoi region of
every sample to be equal. While the electrostatics solution works
well on a surface, in a disk or sphere the particles need to be co-
erced to stay inside the boundary. Simply adding a charge to the
boundary does not work, Gauss’s law implies that the net force
from that charge will always be zero. Instead we use a 1

d4
repul-

sion force and optimize the boundary charge to push points toward

4Since all the computations are done in the space of the unit sphere, the
plane equation is just the eye-space surface normal



the weighted centroid of their Voronoi regions periodically. This
process is initialized with tens of starting point sets generated using
Poisson sampling. The net force is reduced until the error decreases
(not applying the force until there is a reduction) and increased oth-
erwise. The Voronoi regions are computed using a discrete Voronoi
diagram with 1283 cells for the volume and 5122 for the disk. Each
disk sample has a weight proportional to the Z extent on the sphere.5

As in [Mittring 2007] we randomize our sample sets at every pixel
using a random texture. Experiments with various sizes of random
textures seem to imply that the algorithm is not sensitive to the size
of the texture nor does random texture size seem to have an impact
on performance. For line samples we compute a reflection about a
random direction in 2D instead of 3D, otherwise randomization of
point samples and line samples is treated in the same manner.

It is interesting to note that certain generated sample sets produce
much less noise than those around them (see Figure 4). In 3D 6, 12,
and 33 samples have extremely low error compared to sets gener-
ated with other numbers of samples. In 2D 5, 7, 9, 13, and 16 sam-
ples have low error when the center is one of the samples, whereas
12, 13, and 15 samples seem to work optimally if the center is not
included. We imagine that these sample sets work better due to
symmetries. For example, 6 and 12 samples in 3D closely match
the vertices of platonic solids.

5 Results

5.1 Performance

In Table 1 we compare the performance of Crytek’s point sampling
method, our line sampling method, and the Horizon Split Ambi-
ent Occlusion (HSAO) technique [Bavoil et al. 2008]. These tests
were run on a desktop with an NVIDIA QuadroFX 4800 GPU at a
resolution of 1024x1024 using full resolution AO buffers.

Ambient Occlusion
Geometry Lines Points HSAO

5 9 12 33

Dragon 3.39 0.71 1.01 1.18 3.11 51.52
Dragon∗ 3.39 1.06 1.85 2.44 7.36 N/A
Cornell 0.45 0.71 1.03 1.31 3.55 60.55
Soldiers 2.37 0.54 0.77 1.14 2.32 17.04
Knight 0.27 0.59 0.82 0.97 2.52 29.13

Average 0.64 0.91 1.15 2.87 39.56

Table 1: Timing Breakdown per pass in milliseconds. The bilateral
blur used for each scene required a median time of 2.23 ms. ∗Using
double radii, not included in the average

The difference in visual quality between Crytek’s point sampling
using 12 samples and line sampling using 5 samples is negligible.
In animation tests, small numbers of samples caused the Crytek
method to exhibit temporal aliasing whereas even with as few as
5 line samples the temporal aliasing was much less pronounced.
Table 1 also shows that similar visual quality is obtainable much
more quickly using line samples.

5The disk is an orthographic projection of a sphere, the integral being
computed. Each sample will scale its line integral by the integral of all the
discrete samples in its Voronoi region.

6 Conclusion and Future Work

Volumetric Obscurance is an alternative to screen-space Ambient
Occlusion that can be efficiently evaluated on GPU’s. Using care-
fully created sample patterns as few as 5 line samples can generate
convincing results. The area sampling technique generates images
that are adequate if you just want to highlight creases6, but is not
competitive performance wise in the general case. However, using
a statistical model of the depth buffer alleviates the under-sampling
problems that plague prior work and enables an interesting result
with only a single sample. Qualities of AO, such as darkening at
concave creases, darkening near contact and in fine-scale features
are preserved. However some properties of AO-like the size of the
ambient shadow at contact, and the effect of thin objects are not
preserved. We also show a simple representation of object thick-
ness, but a more complete treatment of thickness is left for future
work.

Using a small radius allows you to accentuate fine features, but has
more subtle contact and depth discontinuity shading. Using a larger
radius makes some of the effects more pronounced, but loses the
fine scale features. Combining two radii is simple (see Figure 8) -
using either a product of the two results (or the minimum) produces
pleasing images.
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